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Abstract

Modern wide-issue superscalar processors tend to adopt
deeper pipelines in order to attain high clock rates. This
trend increases the number of on-the-fly instructions in pro-
cessors and a mispredicted branch can result in substantial
amounts of wasted work. In order to mitigate these wasted
works, an accurate branch prediction is required for the
high performance processors.

In order to improve the prediction accuracy, we propose
the bimode++ branch predictor. It is an enhanced version
of the bimode branch predictor. Throughout execution from
the start to the end of a program, some branch instructions
have the same result at all times. These branches are de-
fined as extremely biased branches. The bimode++ branch
predictor is unique in predicting the output of an extremely
biased branch with a simple hardware structure. In addi-
tion, the bimode++ branch predictor improves the accuracy
using the refined indexing and a fusion function.

Our experimental results with benchmarks from SpecFP,
SpecINT, multi-media and server area show that the bi-
mode++ branch predictor can reduce the mispredict rate
by 13.2% to the bimode and by 32.5% to the gshare.

1 Introduction

Modern wide-issue superscalar processors tend to adopt
deeper pipelines[2, 3, 10] in order to attain high clock rates.
This trend increases the number of on-the-fly instructions
in processors and a mispredicted branch can result in sub-
stantial amounts of wasted work. In order to mitigate these
wasted works, an accurate branch prediction is vital for the
high performance processors.

Since Smith[9] discussed the branch prediction strategies
in 1981, many branch prediction schemes have been inves-
tigated. McFarling[8] proposed the gshare predictor widely
used in commercial microprocessors. The gshare improves
the two-level adaptive predictor using the “Exclusive OR”

function of the global branch history register (BHR) and the
branch address to generate the index into the pattern history
table (PHT).

Lee and Mudge[7] introduced the bimode branch pre-
dictor. The organization of the bimode predictor is shown
in figure 1. It is an attempt to replace destructive aliasing of
the gshare predictor with neutral aliasing with three PHTs:
choice, taken and untaken1 PHTs. The taken PHT and the
untaken PHT are referred to direction PHTs. The direction
PHTs are indexed by the “Exclusive OR” function of branch
address and the BHR. The choice PHT selects the one of di-
rection PHTs to be used, and the two-bit saturating counter
of the selected PHT makes a prediction.

Recently new approaches like neural predictor[5, 4] have
been proposed. These predictors achieves good accuracy.
But, their structures are too complex to be implemented in
hardware. We propose the bimode++ branch predictor. It is
based on the bimode branch predictor because of its hard-
ware simplicity. Throughout execution from the start to the
end of a program, some branch instructions have the same
result at all times. These branches are defined as extremely
biased branches. The bimode++ branch predictor is unique
in predicting the output of the extremely biased branch with
a simple hardware structure. In addition, the bimode++
branch predictor improves the accuracy using the refined
indexing for choice PHT and a fusion function of outputs
from three PHTs.

The accuracy of the branch predictor is evaluated using
the framework for the branch predictor contest (Champi-
onship Branch Prediction[12]) that was held with support of
Intel MRL and IEEE TC-uARCH. The framework contains
20 benchmark traces from SpecFP, SpecINT, multi-media
and server area. We show that the bimode++ achieves bet-
ter prediction accuracy than the gshare and the bimode.

The rest of this paper is organized as follows. Section 2
proposes the bimode++ branch predictor. Section 3 reports
the evaluation results. Section 4 is a discussion and Section

1The word “untaken” is used to indicate that the branch prediction out-
put is “not taken”.
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Figure 1. Bimode branch predictor.

5 contains some concluding remarks. In this paper, a branch
predictor may be called a predictor in short.

2 The Bimode++ Branch Predictor

We discuss three techniques which improve the accuracy
of the bimode predictor. They are orthogonal and can be ap-
plied simultaneously. Then the bimode++ predictor is pro-
posed by combining these techniques.

2.1 Fusion Function

The first technique is to use a fusion function. In the
bimode predictor in Figure 1, choice PHT selects the one
of direction PHTs to be used. The prediction is made with
one counter in the selected direction PHT. Our intuition for
proposing to use a fusion function is that a certain amount
of information is separately stored in choice, taken, and un-
taken PHT. Not only using one counter in the selected di-
rection PHT, but also using three counters makes better pre-
diction.

We propose to use a fusion function as shown in Figure
2. This predictor is called the bimode-fusion. The input of
the fusion function is six bit from the outputs of choice PHT,
taken PHT and untaken PHT. The output is one bit predic-
tion. The question is that what kind of fusion function is
suitable for the bimode-fusion predictor? As a promising
candidate of a fusion function, we propose to use a majority
vote and the property of a transient state of two-bit saturat-
ing counter.

2.1.1 Transient State

The two-bit saturating counter is a component used in
branch predictors. In the bimode predictor, three PHTs are

Figure 2. Bimode-fusion branch predictor.

Figure 3. Two-bit saturating up-down counter.
The states close to the threshold are defined
as transient state.

the table of two-bit saturating counters. The state transition
of a two-bit saturating counter is shown in figure 3. The
four states of 3, 2, 1 and 0 indicate strongly taken, likely
taken, likely untaken and strongly untaken, respectively.

The states close to the threshold (likely taken and likely
untaken in a two-bit saturating counter) are defined as the
transient state because the prediction in their state may
change in a short period. In case of a three-bit saturating
counter, the states around the value of three or four will
be the transient state. We investigated the accuracy and the
value of a saturating counter in the direction PHT and found
that the prediction accuracy in the transient state is some-
what lower than the accuracy in the non-transient state.

From this consideration, we propose a fusion function to
use a majority vote. If the value of a saturating counter in
the selected direction PHT is in the transient state, a ma-
jority vote of three two-bit counters from choice, taken and
untaken PHTs is used to make the prediction. If the sat-
urating counter is not in the transient state, the prediction
is made with a two-bit counter from the selected direction
PHT like the bimode predictor.
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Figure 4. Bimode-indx branch predictor.

2.2 Refined Indexing

The second technique is a simple modification of index-
ing. In the bimode predictor, the index of the choice PHT
is generated using the program counter. Note that the in-
dex of the direction PHTs is generated using the “Exclusive
OR” function of the branch history register and the program
counter.

It was incomprehensible why “Exclusive OR” function
is not used for the indexing into choice PHT. We tested and
found that the use of the “Exclusive OR” function of the
branch history register and the program counter to generate
the index into choice PHT improves the prediction accuracy.

A predictor modified to use the refined indexing of the
choice PHT is shown in figure 4. This predictor is called
the bimode-indx. Since the main purpose of choice PHT
is to catch the behavior of each static branches, the use of
only a few BHR bits (two or three bit in the 8KB hardware
budget) for the choice PHT index is sufficient to improve
the accuracy.

2.3 Bias Table

The third technique is a bias table for the extremely bi-
ased branches. In execution of a program from start to fin-
ish, some branch instructions have the same result at all
times. The branch instruction to detect a program error is
one of such example. In most cases, no errors occur and the
branch result is always untaken.

We define branches that has the same result from start to
the prediction as extremely biased branches. We have pro-
posed the bimode-plus predictor[6], which uses the prop-
erty of extremely biased branches. In Figure 5, the block
diagram of the bimode-plus predictor is shown. The shaded
area is a part of bimode predictor. We use the taken and un-

Figure 5. Bimode-plus branch predictor.

taken tables (each entry is a one-bit flag) to record whether
the branch is an extremely biased branch. The taken and
untaken tables are referred to the bias table.

First, all entries of the bias table are initialized to zero.
Then, when the branch outcome is known to be taken, the
entry of the untaken table is updated with the value of one.
When the branch outcome is known to be untaken, the entry
of the taken table is updated with the value of one. Note that
once a flag is set to one, it does not return to zero.

If an entry of untaken table has the value of zero, it in-
dicates that the all history of the branch was untaken. Then
the branch may be an extremely biased untaken branch and
the predictor makes the prediction of untaken. If an entry of
taken table has the value of zero, then the branch may be an
extremely biased taken branch and the predictor makes the
prediction of taken; otherwise, the outcome of the bimode
predictor is used as a prediction.

The choice, taken, and untaken PHT are updated only
when the prediction is not made with the bias table. By
eliminating the entry for the extremely biased branches
from these PHTs, it is possible to mitigate the table inter-
ference.

If the rich hardware resource is available for a branch
predictor, the bimode-plus with the taken and untaken tables
brings good accuracy. In case of the restricted hardware
budget, the configuration with only the untaken table may
achieve better accuracy.

2.4 Bimode++ Branch Predictor

We propose the bimode++ predictor. Three techniques
discussed in sections 2.1, 2.2, and 2.3 can be applied to the
bimode predictor simultaneously. Basically the bimode++
predictor is the combination of these techniques.
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Figure 6. Bimode++ branch predictor.

A block diagram of the bimode++ predictor is shown in
Figure 6. The bimode++ predictor uses the bias table for
the extremely biased branches. All entries of the bias ta-
ble are initialized to zero. When the branch outcome is
known to be taken(untaken), the entry of the untaken(taken)
table is updated with the value of one. If an entry of the
taken(untaken) table has the value of zero, the predictor
makes the prediction of taken(untaken). The bias table is
indexed with the “Exclusive OR” function of the program
counter and the branch history register.

The shaded area is the combination of the bimode-fusion
and the bimode-indx. The index of three PHTs is generated
using the “Exclusive OR” function of the branch history
register and the program counter. The prediction is made
by a fusion function whose input is six bit from the out-
puts of choice, taken and untaken PHTs. The choice, taken,
and untaken PHT are updated with the same manner of the
bimode only when the prediction is not made by the bias
table.

Three PHTs are updated only when the prediction is not
made by the bias table. In the same way, should the branch
history register be updated only when the prediction is not
made by the bias table? Should the branch history register
be updated by all branch outcomes? We found that the deci-
sion is not simple and our solution is a dynamic adaptation
among two branch history registers.

2.4.1 Dynamic Branch History Register Selection

We propose to use two BHRs updated using different poli-
cies and select an appropriate BHR from among them. One
BHR, denoted as BHR ALL, is updated with the results of

all conditional branch instructions. This policy is similar
to that used in the traditional bimode predictor. The other
BHR, denoted BHR NOB, is updated using the results of
non-biased conditional branches. The BHR selector con-
trols the selection of either BHR ALL or BHR NOB. These
registers and the selector are shown at the upper-left of fig-
ure 6.

The appropriate algorithm and implementation of the
BHR selector is another issue. By the preliminary evalu-
ation, we found that BHR ALL is suitable for a benchmark
having many extremely biased branches (such as server
benchmarks). In order to detect the number of executed
extremely biased branches, we use the saturating counter
denoted as bias mod cnt, which is incremented when the
content of the bias table entry is modified. If the counter
has the maximum value and saturation, the BHR ALL is
selected.

3 Evaluation

The prediction accuracy is evaluated using the com-
mon evaluation framework version 3 for the champi-
onship branch prediction sponsored by Intel MRL and
IEEE TC-uARCH. The framework contains 20 bench-
mark traces classified into 4 categories. The categories
are SPECfp (FP), SPECint (INT), Multimedia (MM) and
Server (SERV). The predictor parameters are optimized for
the 8KB hardware budget.

Each branch predictor has many configuration parame-
ters. From the results of parameter tuning on 8 KB hard-
ware budget, the following parameters are used. For the 16
KB hardware budget configuration, the number of entries in
each table is set to double that for 8 KB.

For the bimode, the bimode-fusion, and the bimode-
indx, the number of entries for choice PHT is set to double
of direction PHTs. An 8 KB predictor, for example, has 4
KB choice PHT, 2 KB taken PHT, and 2 KB untaken PHT.

For the bimode-plus, the same number of entries is used
for choice PHT and direction PHT. We use only the untaken
table as the bias table. The number of entries for the bias
table is double of PHTs. An 8 KB bimode-plus predictor
has 2 KB choice PHT, 2 KB taken PHT, 2 KB untaken PHT,
and 2 KB the bias table.

For the bimode++, the number of entries for taken PHT
is set to four times that for choice PHT. The number of en-
tries for untaken PHT is set to double that for choice PHT.
The number of entries for the bias table double of choice
PHT. An 8 KB bimode++ predictor has 1 KB choice PHT,
4 KB taken PHT, 2 KB untaken PHT, and 1 KB bias table.
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Figure 7. Comparing the prediction accuracy of branch predictors in 8 KB hardware budget. The
data is obtained with the common evaluation framework version 3 for the championship branch
prediction.

Figure 8. Comparing the prediction accuracy of branch predictors in 16 KB hardware budget.
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3.1 Prediction Accuracy

The prediction accuracy of 8 KB and 16 KB predictors
is summarized in Figures 7 and 8. The graphs show the
data of the five branch predictors called the bimode, the
bimode-fusion, the bimode-indx, the bimode-plus, and the
bimode++.

Figure 7 gives the results of the predictions when the
hardware budget is 8 KB. The number of mispredictions
per 1000 instructions is 4.62 for the base predictor of bi-
mode. By comparing the bimode and the bimode-fusion,
the influences of the mechanism using a fusion function are
understood. The bimode-fusion improves the production
accuracy in several benchmarks of SpecINT (INT-1, INT-
3) and multimedia (MM-1, MM-2) but lowers the accuracy
in the server benchmarks. Compared with the bimode, the
bimode-fusion reduces the prediction errors by 0.17% on
average. By comparing the bimode and bimode-indx, the
influences of the refined indexing of choice PHT are under-
stood. The bimode-indx improves the prediction accuracy
in INT-2, INT-3, and SERV-5. Compared with the bimode,
the bimode-indx reduces the prediction errors by 1.81% on
average. By comparing the bimode and bimode-plus, the
influences of the bias table are understood. The bimode-
plus improves the prediction accuracy in FP-1 and MM-3
significantly. Compared with the bimode, the bimode-plus
reduces the prediction errors by 5.54% on average. The bi-
mode++ branch predictor achieves the highest prediction
accuracy. Compared with the bimode, the bimode++ re-
duces the prediction errors by 13.7%. In summary, the pre-
diction error reduction rates from the bimode are 0.17% for
the bimode-fusion, 1.81% for the bimode-indx, 5.54% for
the bimode-plus, and 13.7% for Bimode++ on 8KB config-
uration.

Figure 8 gives the results of the predictions when the
hardware budget is 16 KB. The number of prediction errors
per 1000 instructions is 4.23 for the bimode. The predic-
tion error reduction rates from the bimode are 1.52% for
the bimode-fusion, 0.96% for the bimode-indx, 6.53% for
the bimode-plus, and 13.2% for the bimode++.

We confirmed that the bimode++ predictor reduces the
prediction errors by more than 13% compared with the bi-
mode on both 8 KB and 16 KB configurations.

4 Discussion

4.1 Hardware Complexity and Related Works

To realize the proposed bimode++ predictor, it is nec-
essary to augment a bias table and several circuits to the
bimode predictor. These are not huge modifications. Com-
pared with the bimode branch predictor, the bimode++

Figure 9. Agree predictor.

Figure 10. Filter mechanism.

branch predictor does not require significant latency in-
crease for prediction. Compared with the bimode branch
predictor, the perceptron branch predictor[5] proposed in
2001 reduces the prediction errors by 8.2%. The percep-
tron predictor, however, has such disadvantages as compli-
cated hardware and long prediction latency. According to
the reference[4], the prediction latency of the 8 KB percep-
tron predictor is estimated to be four cycles even if the la-
tency reduction techniques are used. Compared with the
perceptron predictors, the structures of the bimode++ pre-
dictor are very simple. While keeping the simple hardware
configuration, the bimode++ predictor reduces prediction
errors by more than 13% compared with the bimode branch
predictor.

The proposed predictor using extremely biased branches
has some common features with the agree predictor[11]
shown in Figure 9. By regarding a branch direction stored
in a bias bit of the BTB (branch target buffer), the agree
predictor makes a prediction based on an agreement or
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disagreement with the bias bit. A big difference of the
agree predictor is that the bimode++ predictor can detect ex-
tremely biased branches by considering the long execution
history of a branch. In addition the bimode++ prediction
has advantage not to change the structure of the BTB.

The bimode++ predictor using the property of extremely
biased branches also has some common features with the
filter mechanism[1] shown in Figure 10. By using a counter
added to the BTB, the filter mechanism predicts the biased
branches with a history of certain period intervals. The filter
mechanism is similar to our approach in theory but greatly
differs in that the mechanism uses a counter. In the learn-
ing period until a counter is saturated, the filter mechanism
uses a PHT for prediction. In addition, the filter mechanism
requires the appropriate setting of a threshold to determine
when the counter is saturated. In terms of hardware bud-
get, our approach to use a flag has an advantage because it
does not use a counter. In addition, the bimode++ predic-
tor generates a bias table index using the program counter
and the branch history register. This is difficult for the fil-
ter mechanism which changes the structure of the BTB. The
bimode++ predictor does not require the BTB modification
and does not refer the BTB to obtain a prediction.

4.2 Parameter Tuning

In this paper, we used a predictor where its configura-
tion parameters were optimized to achieve better accuracy
on average under the 8 KB hardware budget. The optimum
parameters may be different for each benchmark. If the re-
sources can be allocated dynamically, the prediction accu-
racy may improve dramatically. The parameter tuning, in-
cluding the dynamic resource allocation, is a future research
subject.

4.3 Processor Performance

By measuring and comparing the prediction accuracy of
the bimode++ predictor with that of the conventional pre-
dictor, we verified great accuracy improvement.

It is necessary to study the influences of the processor
performance and the predictor accuracy. The detailed per-
formance evaluations with clock-level processor simulators
are required. In an SMT (simultaneous multi-threading) en-
vironment, sharing of branch prediction tables may cause
the significant performance degradation. Discussions and
evaluations not only in a uni-processor and single-thread en-
vironment but also in various processor models are required
as a future research subject.

5 Summary

Modern wide-issue superscalar processors tend to adopt
deeper pipelines to attain high clock rates. This trend in-
creases the number of on-the-fly instructions in processors
and a mispredicted branch can result in substantial amounts
of wasted work. In order to mitigate these wasted works, an
accurate branch prediction is required for the high perfor-
mance processors.

In order to improve the prediction accuracy, we proposed
the bimode++ branch predictor. Throughout execution from
the start to the end of a program, some branch instructions
have the same result at all times. These branches are de-
fined as extremely biased branches. The bimode++ branch
predictor is unique in predicting the output of an extremely
biased branch with a simple hardware structure. In addi-
tion, the bimode++ branch predictor improves the accuracy
using the refined indexing and the fusion function.

The accuracy of the branch predictor was evaluated using
the framework for the branch predictor contest. The frame-
work contains 20 benchmark traces from SpecFP, SpecINT,
multi-media and server area. Our experimental results
showed that the bimode++ branch predictor reduces predic-
tion errors by 13.7% when the hardware budget is 8 KB and
by 13.2% when the hardware budget is 16 KB compared
with the conventional bimode branch predictor.
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